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Personality Expression Using Co-Speech Gesture

SINAN SONLU, HALIL OZGUR DEMIR, and UGUR GUDUKBAY, Bilkent University,
Ankara, Turkey

We express our personality through verbal and nonverbal behavior. While verbal cues are mostly related to the semantics of
what we say, nonverbal cues include our posture, gestures, and facial expressions. Appropriate expression of these behavioral
elements improves conversational virtual agents’ communication capabilities and realism. Although previous studies focus
on co-speech gesture generation, they do not consider the personality aspect of the synthesized animations. We show that
automatically generated co-speech gestures naturally express personality traits, and heuristics-based adjustments for such
animations can further improve personality expression. To this end, we present a framework for enhancing co-speech gestures
with the different personalities of the Five-Factor model. Our experiments suggest that users perceive increased realism and
improved personality expression when combining heuristics-based motion adjustments with co-speech gestures.
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1 Introduction

Personality gives soul to our otherwise lifeless conversations. Whether consciously or not, we put a part of
ourselves into our words, gestures, and facial expressions [39]. The clothes we wear [53] and the length of our
hair [9, 56] all give information about who we are. We expect the same from our virtual characters, which appear
dull when we leave out personality and emotions. Virtual characters require a close inspection of the different
communication channels for successful and believable performances. A thoughtful design of body motion is
essential for expressing the desired personality in conversational virtual agents [18, 63].

Avoiding eye contact may signal insecurity; sloppy hand movements could mean irresponsibility; a rising
posture would reflect optimism. When we speak, our motion accompanies our words, and the style of these
movements reflects the inner self. We examine the power of co-speech gestures in the personality expression
of virtual characters, utilizing a recent co-speech gesture synthesis model [25] and heuristics-based animation
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transformations to enhance personality expression [18, 65]. We report the generated animations’ performance
in conveying the desired personality using different combinations of co-speech gestures and heuristics-based
enhancements.

Although personality expression happens through multiple channels [19], and the different communication
channels do not always have to agree, various traits often co-occur. For example, the face and body of a virtual
character may reflect opposing personality traits, yet in real life, these channels are usually consistent. Our speech,
gesture, and facial expressions share common characteristics; they tell the same story to different receptors [38].
As a result, we expect a co-speech gesture model trained on real-life data to capture such intricate connections;
words common to a specific personality would encourage gestures that signal the same type of personality.
Similarly, vocal features indicate different personalities [60], and voice qualities can drive personality-specific
motion. Moreover, data-driven systems can automatically extract control parameters to represent different motion
characteristics using measurable properties such as average gesture speed, height, spatial extent, and lateral
symmetry [4]. Co-speech gestures of different styles generated with the same speech input can help portray
different personality traits. Our experiments test if these naturally occurring cues are visible to the average
user and whether existing methods can improve the personality expression in such automatically generated
animations.

We conduct a user study comparing different versions of the same conversation about personality expression
and realism. We utilize the personality-specific dialogues of an existing system [65] and generate co-speech
gestures to accompany these dialogues using Zero-Shot Example-Based Gesture Generation from Speech
(ZeroEGGS) [25]. The different versions include neutral, happy, and sad co-speech gestures. We also utilize
personality-based motion adjustments on the neutral co-speech samples to enhance personality expression as
a different version, and the final version of the conversation uses the same repeated talking animation with
personality-based modifications. Our personality-based motion adjustments utilize Laban Movement Analysis
(LMA) Efforts as a theoretical basis. We replicate the animation using Inverse Kinematics (IK) and shift hand
end effectors along different directions to represent LMA Space and Weight Efforts. IK interpolation speed reflects
the changes in LMA Time, and random noise is added to joints to show LMA Flow. In contrast to the previous
work that requires a preprocessing on the whole animation to apply personality-based modifications [65], we use
a simplified algorithm that can run online.

We compare the different versions of the conversations that focus on expressing specific personality traits.
Our results suggest that combining co-speech gestures with heuristics-based personality modifications improves
the portrayal of high traits. Co-speech gestures with a neutral style have a good average performance when we
target expressing traits in isolation. We observe that personality-based motion adjustments mostly influence the
perceived personality dimensions together, helping achieve a high distinction for the opposite traits at the cost of
increasing correlation. Utilizing happy or sad style co-speech gestures helps express the desired traits naturally
for specific factors.

Our contribution includes a system for enhancing co-speech gestures for better expression of the personality
types of the Five-Factor model. We analyze the success of the resulting system via a detailed user study, exploring
the benefits of utilizing co-speech gestures. Our framework and results are available in our GitHub repository’
for further studies in personality expression using co-speech gestures. Please check our supplementary video for
a visual summary of our approach and results.

2 Related Work

To our knowledge, current data-driven animation generation systems do not support personality-specific motion
synthesis. Various studies utilize training data labels to generate animations expressing different styles. These
styles often include emotional categories such as happy, sad, and angry [59] or generic categories such as childlike,

Thttps://github.com/hozgurde/Interactive-Agents
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depressed, and old [62]. Studies also utilize videos as input style [1], where the network transforms the input
animation to express the target style; in this case, the input animation and video should include similar motion
content; for example, an energetic walk can be transferred into a depressed walk. Style can also be inferred
automatically using measurable parameters for controlling the output characteristics of the generated motion [4].

The literature on emotion understanding can inspire studies in personality analysis and expression. For example,
unintentional behaviors driven by inner feelings, like touching the head or playing with hair, can reveal the
emotional states behind these micro gestures [45]. Automatically detecting such subtle pose details is possible using
multi-scale 3D-shift graph convolutional networks that enable interactions of joints within a spatial-temporal
volume for global feature extraction [61]. In addition to the pose and visual features, data augmentation [24] and
utilizing textual descriptions of the gestures [42] help improve the analysis performance. Datasets such as SMG
[14], which connect spontaneous body gestures to emotional stress states, could provide interesting implications
for neuroticism analysis. While emotional gestures emerge spontaneously and vary wildly, a temporal analysis of
such features can reveal connections to personality; to this end, emotional analysis focusing on long sequences
[41] is more applicable to personality analysis.

2.1 Data-Driven Animation

Early examples of data-driven motion generation use statistical models to generalize the captured motion data
for new tasks [50]. Generating novel motion samples usually requires an input such as the expected motion
trajectories [34], targeted task [57], or an input animation to transfer its style [1]. Recent diffusion models utilize
descriptive text input for motion generation [66, 70]. Data annotations form the limitation of most data-driven
approaches. Such systems can generate motion in predefined categories [59] or according to hand-crafted qualities
[22]; however, introducing new categories to these systems requires relabeling and retraining.

Various studies utilize input speech to generate accompanying animation. In this case, a reference style can
be used as an input to generate accompanying gestures, allowing the final motion to be associated with this
reference style [25]. This study explores the extent of personality expression when using co-speech gestures with
neutral, happy, and sad styles. A different approach is to create a style matrix while training the model with
both speech and style data to embed style into speech during inference [3]. It is also possible to extract specific
parameters from speech data, creating gesture slots based on the length of the speech to select the best-fitting
gestures from a database for these slots [23]. These gestures can be converted into animation using interpolation.
Speech input can also drive facial animations [13], controlling the mouth shape and expression.

Data-driven co-speech gesture synthesis can utilize different input types, including audio, text, and pose data,
as summarized by Nyatsanga et al. [54]. Generated gestures can follow a rhythm to increase the sense of realism
[5] or may expect a target position to generate context-aware pointing gestures using motion imitation [15].
Considering the semantic meaning of the driving speech can help achieve more appropriate gesturing [44], and
utilizing motion prompts with the accompanying speech enables more controlled characteristics for the generated
animations [28]. Although many models require samples to train generative systems that can output stylized
motion that resembles the target speaker, DiffGAN enables low-resource adaptation for personalized co-speech
gesture generation [2]. Also, models can input an interacting partner’s movements to generate gestures in dyadic
interaction scenarios [67].

2.2 Parametric Animation

While early animation is mostly hand-crafted, the task’s difficulty necessitates automation. Utilizing IK can help
reduce the parameters involved [51]. In this case, the animator controls the end effectors’ positions, and the
intermediate joints’ rotations are automatically determined. Procedural animation involves defining the motion
using parametric equations [33] and enables the generation of samples of high variance, expressing different
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styles. Although studies represent cyclic motions such as walking and running mathematically [10], expressing
generic animations procedurally is challenging and may result in unnatural motions.

A different approach is to adjust an existing animation parametrically to represent different styles [32], usually
to express personality traits [18, 65] or emotions [16, 68]. Expert-driven perceptual features utilizing Gaussian
radial basis functions to joint trajectories enable altering the emotional style of neutral motion samples [22].
Referring to animation and motion experts is common in affective motion synthesis; for example, PERFORM [18]
utilizes LMA experts to develop motion parameters to represent LMA qualities. Animation adjustment techniques
include speed scaling, applying additive rotations to change posture, and modifying joint movement trajectories.
These adjustments are generally based on a high-level understanding of motion; LMA is one such framework,
offering interpretable parameters to define and adjust human motion [37]. LMA Efforts of Space, Time, Flow,
and Weight can be used for analyzing and altering existing motion. A limitation of this approach is that the
output heavily depends on the input animation. The heuristics-based modifications usually have assumptions on
the input, such as requiring the input animation to have a neutral personality [65]. Previous work establishes
connections between LMA Efforts and different personalities of the Five-Factor Model [18], which we utilize in
this study to enhance personality expression.

2.3 Personality Expression

Although there are attempts at personality-labeled animation datasets [64], most of the existing motion datasets
do not include personality labels [25, 26, 31], and those with personality annotations lack full-body motion
[12, 17], which is crucial for the gesture. Whether intentional or not, all behaviors expose psychological cues
[20, 49]; consequently, we expect any human motion dataset that utilizes real-life motion capture to contain
a personality layer. Moreover, this personality layer can be inferred from existing labels. For example, we can
infer personality labels from emotion annotations using the relationship between emotions and personality
[35]. Similarly, speech and gesture are related [11], and we can exploit the links between dialogue-personality
and voice-personality to generate speech-driven personality motion. Although we expect co-speech gestures
generated from personality-enriched speech to express personality, further adjustments to these animations can
improve the expression of the desired personality to a greater extent.

Many methods exist for expressing personality in digital characters. Dialogue text by itself can express
personality [43]; while the most popular approach for personality expression is through facial animation [6, 30]
and full-body movement [18, 27, 63], factors such as body shape [29] are also influential. Motion and body shape
together can influence the perceived sex of virtual characters [48]. Employing different hand motions can alter
the apparent personality [69]. With all these different approaches, preserving the relationship between shape and
motion is essential, as animation inconsistencies harm the perceived realism dramatically [36]. Realistic rendering
of the virtual agents [71] and appropriate gesturing can help increase immersion.

In this study, we employ a multi-modal approach to personality expression utilizing speech-driven gesture
animations and heuristics-based modifications. In our conversation animations, we utilize existing dialogue and
accompanying speech respecting the relationship between vocal features and personality [58], which is designed
for each extreme personality of the Five-Factor model in an earlier study [65]. We compare the personality
expression, realism, and motion appropriateness of five animation alternatives that accompany the same speech,
with each animation utilizing a different approach to portray the target personality.

3  Framework

We propose a framework, summarized in Figure 1, that combines co-speech gestures with heuristics-based motion
adjustments to express the desired personality traits in conversational agents. Our framework utilizes co-speech
gestures generated by ZeroEGGS, which outputs a Biovision Hierarchy (BVH) animation file accompanying
the input speech. We use a custom BVH importer to adapt the generated animation to our three-dimensional
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Fig. 1. The proposed framework for combining co-speech gestures with heuristics-based motion adjustments. We utilize
personality-specific dialogue speech for each model to synthesize co-speech gesture animation using ZeroEGGS. Models F, P,
and G use the neutral style sample, while Model H uses the happy and Model S uses the sad style samples. Model P uses the
same BVH animation regardless of the agent’s speech (we generate one gesture animation to be used in all samples of Model
P); all other models use the BVH animation specific to the current speech of the agent. Using BVH Tools and animation
retargeting ensures samples are displayed correctly on the agent. All models utilize personality-specific facial expression
adjustments and lip sync. Models F and P utilize IK-based motion adjustments and additive rotations to modify the general
posture based on LMA Effort parameters. Since Models F and P change the animation, we apply collision checks on the
agent’s limbs and shift any colliding parts to the closest point on limb surfaces.

(3D) model. We map the joints of the animation to the 3D model’s joints and retarget the bone rotations while
respecting the rest of the armatures. This enables viewing unmodified ZeroEGGS animations in Unity using our
agent model. Three models we compare in our experiment utilize the ZeroEGGS animations with no heuristics-
based motion adjustments. We assume co-speech gestures naturally possess personality cues and observe if these
are apparent to the average viewer. Two of the models utilize heuristics-based motion adjustments that are added
on top of the current animation of the agent based on the target personality. We repurpose techniques from
our previous work [65]. In particular, we modify the gestures using IK-based retargeting, additive rotations for
changing posture, general speed changes, and noise addition. All modifications utilize LMA Efforts as a basis.

3.1 Co-Speech Gesture Generation

ZeroEGGS can generate 3D co-speech animations using input speech and a sample style. While input speech
drives the overall gesturing of the generated animation, the input style controls the motion qualities of the output
without explicit mapping. Using representative samples from the ZeroEGGS dataset, we generate animations
with neutral, happy, and sad styles to compare their performances in conveying personality traits.

We use ZeroEGGS to generate three sets of animations (neutral, happy, and sad styles) using the speech files
of the passport scenario [65]. Since the agent’s speech already includes custom dialogue and vocal features to
express each personality of the Five-Factor Model, we expect the generated co-speech animations to accommodate
personality traits. Unity uses Filmbox format to represent animations internally; however, since ZeroEGGS outputs
BVH files, we use BVH Tools for Unity [21] to load the animations with a custom bone mapping. Additionally,
the resting poses of the generated animations and our 3D model do not match (see Figure 2); consequently, we
retarget rotations of the animation respecting the difference in the rest poses of the armatures; in particular, we
subtract the difference in their rotations in each frame of animation.
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Fig. 2. Rest pose of ZeroEGGS output (left) and our model (right).

3.2 Personality Adjustments

Two of the models in our experiment utilize heuristics-based motion adjustments to enhance the perception of
the target personality traits through expressive gesturing. With some changes, we adapt an existing solution [65]
to our framework. First, the existing solution uses an initial pass on the original animation to determine attraction
weights to move hands toward a point in space so as not to change the resulting motion drastically. However,
we ultimately aim for an online solution to generate co-speech gestures in real time, preventing observing the
whole animation before playback. Consequently, our IK-based gesture changes shift the hand end effectors in
each frame by an amount determined by LMA Space and Weight. Indirect Space causes the hands to be shifted
outwards, while Direct Space shifts the hands inwards; similarly, Heavy Weight shifts the hands downwards
while Light Weight shifts upwards. We reproduce the current pose of the input animation by mimicking its hand
positions with IK and then shift the end effectors toward the aforementioned direction to alter its observed LMA
Space or Weight.

Second, the existing LMA Time modifications directly influence the animation speed of the agent since the
utilized base animations do not include a meaningful connection between the gestures and dialogue. However,
one main advantage of using data-driven co-speech gestures is that the agent’s motion strongly connects to its
speech. Therefore, we avoid breaking this connection by directly altering the animation speed. Instead, we alter
the interpolation speed of the IK system, causing Sustained Time to follow the original animation slightly late as
opposed to Sudden Time following the original animation strictly. This could reduce the impact of the changes
due to LMA Time, whereas the correspondence between gestures and speech is preserved.

Third, the system depends on manually determined adjustment weights to avoid self-intersections. For example,
attracting the hands inwards may cause the hands to intersect with the torso, which was prevented by lowering
the attraction factor for specific animations in the original work. This study introduces body awareness for hand
motion to support altering a wide range of co-speech animations; we attach colliders to the model’s body, arms,
and hands to achieve this. We check for collisions at each frame using the adjusted positions of the model’s hands
and arms. If there are self-intersections, the intersecting part of the limb is shifted to the closest point on the
intersected body’s surface, avoiding directly using the transformations on the arms intact.

The theoretical basis of the existing system depends on PERFORM [18], an earlier solution for adding personality
to human motion utilizing LMA. PERFORM relies upon two LMA experts to establish the motion parameters
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that reflect different LMA features; then, personality implications of the various LMA parameters are analyzed
and validated through perception studies. The existing system and the changes made for this work respect the
findings of PERFORM while extending its application to co-speech animations.

The existing system utilizes facial expressions to support the target personality when the heuristics-based
modifications are enabled; to neutralize any change in perception due to facial expressions, we use the same
facial expressions in each model regardless of whether the motion adjustments are active. Additionally, we keep
the same neutral finger movements in all models to focus on the differences in gestures. All models utilize mouth
animations that follow the agent’s speech using Oculus Lip Sync [47].

Certain aspects of the existing system are directly used in this study; these include additive per-joint noise
due to LMA Flow, static rotations to adjust the general posture of the spine due to LMA Weight and blink speed,
and facial expression decay rate related to neuroticism. We also utilize the same quantitative mapping between
personality factors and LMA Effort parameters as

LMAspgece =O+E-C~-N
LMAweight =O+E+A—-N

LMAFfow =N+E+0-C

LMATime =E+ N —-C. (1)

The equations determine direct and inversely proportional quantities since we focus on expressing one factor
at a time. Positive LMAgpace, LMAw¢ight, LMAFjo4,, and LMAT;p. correspond to Indirect Space, Light Weight,
Free Flow, and Sudden Time, respectively. We summarize the agent’s gesture changes due to heuristics-based
motion adjustments in Figure 3.

4 Experiments

We conducted a user study” to evaluate the performance of our framework in representing different personalities
of the Five-Factor Model. We measured apparent personality, human likeness, and appropriateness of one-minute
videos of the conversational agent. The agent animations had five variations following different strategies to
compare our approach to other strategies. We follow the experimental setup of an existing work [65] where the
agent speaks with a passport officer using personality-specific dialogue, hand-crafted to represent each polarity
of the Five-Factor Model. We use the following models to form different agent animation variations:

— Model F uses our full pipeline, combining co-speech gestures generated with the neutral style with real-time
personality-based motion adjustments.

— Model G uses unmodified co-speech gestures generated with the neutral style only. The performance of this
model indicates how well speech-driven gestures capture the individual’s personality.

— Model P uses real-time personality-based motion adjustments without co-speech gestures. We use the same
base animation for each sample, a neutral talking animation. This model is equivalent to the personality
expression system of Sonlu et al. [65], where the same base motion is used for expressing each personality.

— Model H is similar to Model G but differs in the co-speech gesture generation style input. This model uses
the happy style to generate the agent animations, resulting in more energetic and active movements.

—Model S is similar to Model G but differs in the co-speech gesture generation style input. This model uses
the sad style to generate the agent animations, resulting in slow and passive movements.

4.1 Data Preparation

We utilize the dialogue (including the generated speech) and the setting (including the models for the scene
and agent) of the Passport Scenario from Sonlu et al. [65], where they use hand-crafted dialogue for each agent

2 Approved by the Ethical Committee of Bilkent University, Decision No: 2023_06_09_02.
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Fig. 3. The visual summary of the motion adjustments due to each LMA Effort. These adjustments alter agent animations to
enhance the expression of different personality traits. LMA Space (a) shifts hand trajectories for Indirect Space
and inwards for Direct Space. LMA Weight (b) shifts hand trajectories for Light Weight and downwards for Strong
Weight. LMA Flow adds random noise to each joint’s local rotation; Free Flow results in shaky motion (c), whereas Bound
Flow does not add noise and results in a steady motion (d). LMA Time contributes to IK interpolation speed: Quick Time
uses fast interpolation that results in speedy gestures (e); on the other hand, Sustained Time uses slow interpolation that
causes the same gestures to appear unhurried (f). LMA Weight also contributes to the general posture of the body; Strong
Weight causes the spine and neck to tilt downwards (g), while Light Weight causes these joints to tilt upwards (h). These
modifications are applied to the agent’s animation in real-time for Models F and P.

focusing on one extreme personality. The speech of the agents utilizes the text-to-speech API of IBM Watson [46].
To generate the agent animations for Models F, G, H, and S, we input these speech files to ZeroEGGS. Models
F and G use the neutral style, Model H uses the happy style, and Model S uses the sad style. Model P repeats
the same generic speech animation for all dialogue lines for each personality. Models F and P utilize real-time
motion adjustments to enhance personality expression. We prepare ten videos for each model, each focusing
on one personality type, expressing the corresponding trait highly or lowly. In each video, the upper body of
the agent is shown using a static camera during a dialogue with the passport officer. We use these videos in our
user study.
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Fig. 4. Sample screenshot from the experiment showing five agent videos with the same target personality. The participants
rate the agent in each video using the sliders below.

4.2 Experimental Setup

We use our online survey website to perform the user study. The participants are recruited from the crowd-
sourcing service Prolific and are paid a fixed amount to complete the study. We use the demographics provided
by Prolific and do not ask for any personal information from the participants.

The experiment involves 10 tasks, each including the 5 animation variations that aim to express the same
personality. The tasks are randomly assigned to the participants; each participant completes all 10 tasks. In each
task, the participants watched five randomly ordered videos in a simultaneous manner. The sound of the videos is
muted except for one to ensure better audio quality. The videos use the vertical format, focusing on the agent, so
the participant easily view them side by side. Participants can replay, pause, and resume the videos simultaneously
and control the individual videos similarly.

We ask the participants to rate each video using the sliders below them following seven measurements. Five
measurements use the personality traits from the Ten-Item-Personality-Inventory (TIPI) questionnaire, where
opposite polarity traits appear on the opposite sides of the slider, similar to how PERFORM [18] uses TIPI. The
othertwo 2 measurements focus on human likeness and motion appropriateness [40]. Each measurement type is
explained to the participants in the introductory text before and after accepting participation. The sliders represent
integer values between —100 and 100, and the slider’s current value is shown beneath, together with changes in
color and label size for a more interactive user experience. We mark the background of the sliders on a 7-point
scale, as shown in Figure 4. The slider values are from a wide range to ease the comparison between the samples
of similar appearance. For example, even if the participant considers each agent to have high extraversion, there
will be room to rate them slightly different