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ABSTRACT

This work investigates the effects of personality expression and em-
bodiment in conversational agents. We extend a personality-driven
conversational agent framework by integrating LLM-based conver-
sation support to provide information about contemporary scientific
topics. We describe a user study built on this system to evaluate
two opposing personality styles using three models: a dialogue-
only model that conveys personality verbally, an animated human
model that expresses personality only through dialogue, and an an-
imated human model expressing personality through dialogue and
expressive animations. The users perceive all models positively re-
garding personality and learning outcomes; however, models with
high personality traits are perceived as more engaging than those
with low personality traits. We provide an analysis of personality
perception, learning, and user experience.

Index Terms: Five-factor personality, Generative Pre-trained
Transformer (GPT), Large Language Model (LLM), Conversa-
tional agent, Dialogue, Character animation.

1 INTRODUCTION

Virtual agents have tremendous opportunities to provide person-
alized, on-demand experiences in domains such as education and
healthcare, particularly in immersive virtual environments. Their
function is more than just relaying information; they can socially
connect with users, establish rapport, and motivate them [46]. The
advancement of Large Language Models (LLMs) has significantly
increased virtual agents’ power, enabling them to both understand
and respond to natural language queries. As LLMs can effectively
assume various roles and personalities, virtual agents with LLM-
driven dialogue capabilities have the potential to offer customized
experiences for users with diverse preferences and needs. Such
potential necessitates a deeper understanding of agent character-
istics that make them more likable and effective in conversation.
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This work investigates two of these characteristics: embodiment
and personality. Users perceive embodied agents as more trust-
worthy, engaging, and socially present compared to disembodied
agents [18, 4]. Studies report that conversational agents increase
motivation and enjoyment in Virtual Reality (VR) learning appli-
cations [37]. However, the implications of personality-enhanced
behavior in LLM-based conversational systems are not yet fully
understood. This work explores how virtual agents’ embodiment
and personality expression affect the self-assessment of learning,
engagement, and quality outcomes in a conversational educational
application, where agents act as “learning objects” that support the
learning of specific concepts [17].

We extend an existing personality-driven conversational agent
framework [43] with LLM-based conversation support tailored for
an educational scenario. We run a user study wherein participants
interact with the system by typing their questions about a conversa-
tion topic to which the agent responds verbally. We use 3D agent
models as they display a more comprehensive range of gestures
and complex facial expressions [7] compared to their 2D counter-
parts. Furthermore, 3D avatars are found to be more compelling
and impactful [27] as they improve presence, immersion [59], and
the overall experience in virtual environments [9, 38]. They natu-
rally fit within VR scenes and are more likely than 2D agents to be
perceived as part of the VR experience [51].

We focus on the combined effect of extraversion and agreeable-
ness, as gestures and facial expressions convey these traits more
effectively than the other three personality factors [43]. We refer
to this combination as the agent’s ‘personality style.’ A high-trait
style combines high extraversion and agreeableness, resulting in a
friendly, lively, and energetic agent. In contrast, a low-trait style re-
flects low extraversion and agreeableness, creating a more reserved
and less approachable agent. This focus on combining traits with
the same polarity allows us to simulate the ‘Big One’ effect [29],
which captures an overall sense of positive personality. We favor
this approach over comparing individual traits separately, as our
conversational agent system expresses different traits with varying
degrees of effectiveness. For instance, comparing a highly expres-
sive extraverted agent with one that expresses a less prominent fac-
tor, such as openness, would not result in a fair comparison due to
these variations in expressiveness.

We assess embodiment using three models (see Fig. 2): a
dialogue-only model and two models with 3D humanoid bodies.
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Figure 2: Screenshots of different models and variations: Model D (top left, dialogue only), Model A (top right, non-expressive, same animation
for high and low traits), Model E-Low (bottom left, low-trait expressive agent), and Model E-High (bottom right, high-trait expressive agent).

All the models display conversation text concurrently with audio
feedback. We evaluate the efficacy of different modalities and per-
sonality styles through an independent-subjects user study. The
study randomly presented each participant with a high or low per-
sonality variant of each model. The dialogue-only model and one of
the embodied models express personality only through text, and the
other embodied model expresses personality through body move-
ments, facial expressions, and gaze, in addition to text. During the
study, we collected ratings about the system for self-assessment of
learning, quality, and engagement, as well as the perceived per-
sonalities of the agents. Additionally, we obtained user feedback
through open-ended questions.

Although the system parameters were selected to express certain
personality traits, we considered potential variations in participants’
perceptions of the agents’ personalities. For instance, a high-trait
agent might also be perceived as emotionally stable, or a dialogue-
only agent might be viewed as conscientious, even though these
traits were not intentionally highlighted. Therefore, we collected
users’ perceptions of the agents’ personalities across all five dimen-
sions of the FFM for each of the three models.

This work aims to answer the following research questions:
RQ1. Is there an effect of personality style on perceived personality?
RQ2. Is there an effect of model type on perceived personality?
RQ3. Is there an effect of model type on learning outcomes, i.e.,

assessment of the agent as a learning object?
RQ4. Is there a correlation between learning outcomes and person-

ality perception?
Based on the findings of the previous studies, we formulate the

following hypotheses:
H1. Learning object ratings will be higher for the embodied agents

than the dialogue-only agent, reflected as higher scores in
H1a. self-assessment of learning; H1b. quality; H1c. engage-
ment. Since the literature indicates a more positive approach

towards embodied agents than disembodied ones, we expect a
similar tendency in our application; the embodied agents will
be more engaging and effective [37].

H2. Agents expressing high extraversion and agreeableness will
be rated higher for the outcomes than the agents expressing
low extraversion and agreeableness, reflected as higher ratings
in H2a. learning; H2b. quality; H2c. engagement. We formu-
late this hypothesis based on the documented preferences of
users for highly agreeable chatbots [50].

In addition to investigating these questions through quantitative
analysis, we identify common themes and individual differences
across participants by an in-depth qualitative analysis of their re-
sponses to open-ended questions. Furthermore, we provide our
system as an open-source virtual tutoring application with conver-
sational virtual agents that exhibit desired personality traits via mo-
tion and language. An overview of our study is depicted in Fig. 3.
Our system combines existing approaches to personality expression
and embodiment in a novel way that can be further studied and ex-
tended. Our data and code are available in our public repository 1

2 RELATED WORK

Involving multiple computing fields, this work on conversational
agents combines personality expression and LLM-based dialogue
generation. Although the current system involves a desktop ap-
plication, as the user study necessitates, the implementation is
straightforward to adapt to an immersive VR setting, which brings
advantages and challenges, as described in this section.
Conversational Agents. Conversational agents use computational
linguistics techniques to interpret and respond to user statements in
ordinary natural language; understanding and exhibiting emotions

1https://github.com/sinansonlu/LLM-Agent
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System assigns 210 participants to one model-personality combination, 35 participants for each combination.

Model D - Low Model D - High Model A - Low Model A - High Model E - Low Model E - High

System assigns one random agent appearance for Models A and E.

Each participant chooses a conversation topic.

The dialogue-only model does not
include a visual representation of the
agent. All responses use personality

specific LLM prompts.

Quantum Computing Blockchain Technologies Transformer Architectures String Theory General Relativity

Each participant asks the agent questions regarding the conversation topic using keyboard input.
The agent responds in text and speech. An animated 3D human representation exists in Models A and E.

The participant asks at least 5 questions before answering survey questions.

5-point Likert scale questions.

BFI-2-XS
(15 Questions)

LOES-S
(12 Questions)

Openness
Conscientiousness

Extraversion
Agreeableness

Emotional Stability

Learning
Quality

Engagement

+ 5 open-ended questions 

SurveyStudy

Model A uses the same agent
animations for high and low traits.

Model E uses personality-enriched
animations for high and low traits.

Figure 3: The overview of our study.

and personality are essential for successful natural language con-
versations [5]. For example, the same query may require different
interpretations based on the user’s mood. Similarly, the same re-
sponse can be perceived differently based on the agent’s body lan-
guage and facial expression. Users perceive conversational systems
that give relevant answers to their questions as more human-like and
engaging [41]. Studies synthesize gesture animation to accompany
speech [34], which can help achieve motion appropriateness. Co-
speech gestures offer means of tracking conversation topics; spe-
cific gestures can suggest changes of subject [21]. Conversational
agents can respond to user language, gesture, and affect [20]; they
can recognize gaze, speech, and facial expressions.

VR Agents. VR-based systems enable a natural connection to the
virtual environment, isolating users from the real world and sur-
rounding their views with computer-generated imagery that helps
improve the social presence of virtual agents [13]. Co-presence and
realism of VR agents can moderate social facilitation, which influ-
ences the user’s performance of the given tasks [45]. VR systems
with eye-tracking enable gaze and emotion estimation [14], and
agents can imitate the user’s emotions using the collected informa-
tion, which enhances affective human-agent communication [33].
For instance, multi-modal human agents in VR shopping experi-
ences have been shown to improve users’ warmth, communication,
trust, and satisfaction [57]. Gaze behaviors and spatial orientation
of VR agents can shape the conversational roles of human users
as speakers, addressees, bystanders, and overhearers [36]. VR sys-
tems also enable full-body pose estimation from limited sensors [3],
which can help integrate the user’s posture as an input. VR-based
agent systems generally offer more varied user input and induce
a better sense of presence, improving interaction quality and em-
pathy. Realistic VR agents have been associated with reports of
high enjoyment and significant knowledge acquisition in pedagog-
ical settings. However, their behavioral realism, as exhibited by
gesturing, eye contact, speech, and lip synchronization, was shown
to diminish factual knowledge acquisition [37]. Perception of VR
agents is complicated: factors such as their rendering styles and
personality expression behaviors interact in complex ways [58].

Personality Expression in Agents. Studies use nonverbal behavior
elements to convey personality [39] and leverage high-level motion
meanings to express the target traits [1]. For instance, PERFORM
establishes a link between Laban Movement Analysis (LMA) pa-
rameters and the perceived personality of virtual human charac-
ters [10]. Personality-specific voice, dialogue, and facial expres-
sions help distinguish opposing personality traits in expressive con-
versational agents [43]. Perceived personality influences users’ at-

titude; users are more willing to trust and listen to serious-looking,
assertive agents [56]. Gesture performance in combination with
language highly influences perceived personality [30]. Linguistic
elements such as the ratio of phrases, words of emotion, and excla-
mations correlate with personality traits [24]; similarly, rendering
style plays an important role in personality perception [54].
LLM-Based Agents. LLMs started to play critical roles in innova-
tive technologies [16]. For instance, LLM-based vocalized agents
aid students in foreign language learning in Augmented Reality
(AR) environments [49]. Additionally, LLMs enhance patient expe-
riences during consultation, diagnosis, and management in health-
care [53]. Although LLMs can generate highly sophisticated re-
sponses, they lack access to dynamic content. Consequently, LLM-
based agent systems often focus on isolated tasks, such as answer-
ing questions based on pre-existing knowledge or performing data-
driven qualitative analysis [55]. LLMs such as GPT exhibit consis-
tent personality cues and offer customization for assuming different
personalities [15]. Systems can predict different personality types
in LLMs using certain prompts [26], supporting LLMs can capture
language-based personality cues. Distinguishable knowledge levels
of LLM-based virtual agents influence perceptions of intelligence,
rapport, and willingness for future interaction [52].

3 METHOD

This section describes a user study2 to assess the impact of dif-
ferent modalities and personality parameters on the perceived per-
sonality of agents and self-assessed learning parameters. For this,
we designed an application employing a conversational agent that
gives information about contemporary scientific topics through
turn-based dialogue.

3.1 System
To run our study, we updated the personality-driven conversational
agent platform by Sonlu et al. [43], an open-source, multi-modal
system for animating 3D conversational virtual agents through con-
trolling facial expressions and body movements based on an input
personality. The platform modifies a base animation via joint rota-
tion and animation speed adjustments, noise addition, and inverse
kinematics-based gesture changes following the LMA mappings
defined in PERFORM [10]. Facial animation involves mouth move-
ments during speech, frequent blinks associated with low emotional
stability, and blend shape updates to express emotions associated

2Bilkent University Ethical Committee for Human Research approved
the study with the decision number 2023 11 05 01.
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Figure 4: Summary of the LMA-based motion and facial expression adjustments applied to the agent in Model E.

with specific personality factors. The input personality determines
the agent’s default facial expression. For example, an agreeable
agent tends to smile by default with each turn of its dialogue. We
designed 3D human models for the current study using Reallusion
Character Creator. To introduce a measure of diversity, we created
four characters: two female and two male, each with light and dark
skin tones, as depicted in Fig. 1.

Our updated system differs from the existing personality-driven
platform regarding how it handles dialogue. The previous work
used IBM Watson Assistant to extract the intent from user queries
mapped into domain-specific handcrafted dialogue lines. This work
replaces the dialogue logic with an LLM-based text generation
model, GPT-3.5 Turbo, facilitated by OpenAI’s Chat Completions
Application Programming Interface (API), eliminating the need for
manual dialogue crafting. When users type their prompts (e.g., ask
a question), the system returns an answer coherent with the input
personality description. We limited the token number to 750 for
the output text to keep the conversation concise. Unlike the pre-
vious platform, which used Watson Text-to-Speech API for speech
generation, our current system employs Microsoft® text-to-speech
functionality, producing an almost immediate response to vocalize
the agent’s answer. This local solution also lets us determine the
currently spoken word we use to display partial subtitles. Since
the generated responses could be pretty long, we followed a dy-
namic approach where five words centering the currently spoken
word were displayed on top of the agent in models with visual rep-
resentation. The subtitles were on by default, but the users could
disable them if they were distracting.

We used a temperature of 0.9 to promote diverse outputs from
GPT while maintaining the information’s reliability. Temperatures
above 1 introduce creativity; however, they lead to hallucinations,
conflicting with the aim of the information-based system. Chat
Completions API takes as input a “messages” parameter consist-
ing of message objects, where each object has a role of “system”,

“user”, or “assistant” and content. For the role of “system”, we give
the following messages as input for different agent personalities and
teaching topics:

• Act as an extraverted teacher teaching about <topic>, give
friendly and polite answers.

• Act as an introverted teacher teaching about <topic>, give
short and unfriendly answers.

The system sends the role prompt and the last five dialogue mes-
sages to produce a response that the agent speaks. Dialogue mes-
sages alternate between the user and the assistant. We limited the
number of messages that form the agent’s memory to five in order
to manage costs, eliminate context drift, and prevent users from re-
peatedly asserting incorrect information until the LLM incorporates
it.

3.2 Stimuli

We designed a 3× 2 independent subjects study to compare three
models—D, A, and E—each tested with high and low values of
agreeableness-extraversion combination. Model D is the dialogue-
only setting, where the system’s answers were shown on screen
sentence-by-sentence concurrently with audio playback. Model A
included an animated 3D model of the agent, randomly chosen
among four alternatives. Model A involved the virtual human ani-
mated without any personality-based alterations. In Models D and
A, personality was conveyed only through synthesized dialogue.
Model E was similar to Model A but incorporated the expression of
personality through face and body movements.

In Model E (see Fig. 4), motions that display high extraversion
and agreeableness involve the LMA parameters of Indirect Space,
Light Weight, and Free Flow. These correspond to multi-focal spa-
tial attention, delicate, lifted-up movements, and uncontrolled and
fluid motion. Because high extraversion and agreeableness are as-
sociated with opposite Time Efforts (Sudden vs. Sustained), we
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left the Time component of the animations unaltered. The anima-
tions expressing low extraversion and agreeableness involve Direct
Space, Strong Weight, Bound Flow, and neutral Time, correspond-
ing to single-focused, heavy, and controlled movements. The facial
expression of a highly extraverted and agreeable agent is relaxed
and happy, with occasional smiles and direct eye contact. In con-
trast, an agent characterized by lower levels of these traits displays
a more tense facial expression, avoiding eye contact.

Fig. 2 displays screenshots of different models. We name each
variation with its model name and whether they express high or
low traits. For example, E-High refers to the variation where we
express high trait personality using the model that uses both text
and animation-based cues. We display a single image for Mod-
els A and D as they are visually similar in high and low variations.
In Fig. 2, the E-Low variation has hands close to the body with a
slightly more slanted posture, and the E-High variation has hands
further from the body with a more upright posture.

3.3 Study Design
The study involved a conversation with a virtual agent to get infor-
mation about a scientific subject. We presented participants with six
options and asked them to select the least familiar topic. The topics
were quantum computing, blockchain technologies, transformer ar-
chitectures, quantum mechanics, string theory, and general relativ-
ity. The selected topic was provided to the GPT model as part of the
system role prompt to guide a focused conversation. The applica-
tion required that participants pose the agent at least five questions
to learn about the topic, with no upper limit on the number of ques-
tions. The participants could interact with the system up to the one-
hour time limit assigned by Prolific. Upon completing their queries,
participants could proceed to answer survey questions. They could
review the survey questions or the chat history at any point dur-
ing the study. Before the study, the participants were informed that
they would interact with a conversational agent system to rate its
performance in personality expression, immersion, and learning.

The survey questions appeared in two groups. The first group
included 27 questions on a 5-point Likert scale, where 15 ques-
tions measured the perceived personality of the agent using the
extra-short form of the Big Five Inventory–2 (BFI-2-XS) [44]; we
considered emotional stability as negative neuroticism for all fac-
tors to indicate traits with positive connotations on high values.
12 questions measured self-assessment of learning, quality, and
engagement using the Learning Object Evaluation Scale for Stu-
dents (LOES-S) [17]. In LOES-S, learning-related questions are
about the self-assessment of learning and how much the learning
object, i.e., the tool in question, helped teach the subjects a new
concept. Quality assesses the instructional design, ease of use, or-
ganization, and help features. Engagement evaluates how much the
subjects liked the tool and whether they found it motivating.

The second group of questions required open-ended input to re-
ceive detailed participant feedback. Completing both groups of
questions directed the participants to the user study completion
page, where they received a link for task approval. We avoided us-
ing specific pre- and post-test questions that could hinder the free-
form dialogue between the participant and the agent.

3.4 Participants
We used the crowd-sourcing service Prolific to recruit participants.
The study page informed the participants that they would interact
with our conversational system to rate its success regarding per-
sonality perception, immersion, and learning. Before running the
study, each participant was directed to a website to test whether
they had installed the correct text-to-speech package. Only those
with the supported system configurations could continue with the
study. 210 unique participants (99 female, 95 male, 16 not speci-
fied) rated our system, with each alternative evaluated by 35 indi-

viduals, which provides a medium effect size (Cohen’s f = 0.26)
for both main effects and their interaction and power of 0.80 at
a significance level of 0.05 for independent-subjects Analysis of
Variance (ANOVA).

Each participant interacted with only one version of the sys-
tem, where the average interaction time was 19.74±9.25 minutes.
This time excludes the introduction, where participants read about
the task and download the application, but includes the time spent
on answering survey questions. The average participant age was
28.80± 8.57. Upon entering the system, participants were shown
an introduction message about the study details, where we also in-
formed them about the data collected and the study’s aim to mea-
sure the system’s performance; we emphasized that the study did
not aim to measure their knowledge in any manner.

4 QUANTITATIVE ANALYSIS

4.1 Data Organization and Exploratory Analysis
BFI-2-XS includes three questions for each personality factor, some
of which are inversely proportional to the measured dimensions.
Responses were assigned integer values on a 5-point Likert scale,
ranging from -2 to 2. We calculated the signed sum of these val-
ues to derive personality scores between -6 and 6, which were
then re-scaled back to the range [−2,2]. Similarly, LOES-S has
five questions measuring learning, four questions measuring qual-
ity, and three questions measuring the engagement of the learning
object. We calculated the sum per measurement type and mapped
the corresponding ranges into [−2,2] to report the corresponding
means.

For exploratory analysis, we display box plot diagrams of each
model regarding perceived personality and LOES-S scores for
learning, quality, and engagement (see Fig. 5). The diagrams in-
dicate positive mean scores for all personality factors. The models
received specifically high ratings for conscientiousness. The plots
also show high positive ratings for learning, quality, and engage-
ment, with mean engagement scores slightly higher for high per-
sonality variations than low personality ones. We can also observe
that model E-High, followed by A-High, represents high consci-
entiousness, agreeableness, and emotional stability better than the
other models. In the next section, we perform descriptive analy-
sis to identify potential statistically significant effects of the models
and personality styles on the output variables.

4.2 Variance Analysis
To investigate the impact of model type (D, A, and E) and personal-
ity style (high or low) on the measured qualities, we ran seven two-
way analysis of variance (ANOVA) models and one non-parametric
alternative model (Welch’s ANOVA). Welch’s ANOVA was utilized
to assess the quality scores of LOES-S across model type and per-
sonality style, given that the assumption of equal variances was vi-
olated, as indicated by a Bartlett test.

Apart from the non-parametric model, which combined model
type and personality style as a single factor, all other models ex-
amined the influence of model type and personality style on out-
come mean individually and any potential interaction between these
factors. With balanced and sufficiently large sample sizes (n=35)
across factor combinations and evidence for equal variances across
factor levels (as measured by Bartlett’s test), all outcomes except for
quality were appropriate for ANOVA modeling. To control the fam-
ilywise error rate at 0.05, we employed the Hommel method to ad-
just for multiple testing across all model terms, including one post-
hoc analysis. Unlike the conservative Bonferroni correction, the
Hommel method offers increased statistical power. Tab. 1 presents
significant terms for all ANOVA runs before and after the correction
for multiple testing. Adjusted-for ANOVA tests revealed significant
effects of personality style on engagement, openness, extraversion,
agreeableness, and emotional stability. Although conscientiousness
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Figure 5: Box plots of each variation’s BFI-2-XS and LOES-S scores.

Figure 6: Box plots for BFI-2-XS and LOES-S scores assuming personality (Low-High) and model (D-A-E) styles.
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initially carried a significant finding for personality style, this term’s
statistical significance dropped after multiple testing corrections.
The main effect of the model type was initially significant for emo-
tional stability, but the effect did not remain significant after the
Hommel procedure. The box plots assuming personality and model
groups are depicted in Fig. 6.

The effects of agent gender and skin color were not among the
hypotheses. So, we randomly selected one 3D agent model among
four different appearances, which also determined the agent’s voice
to support variety. We do not observe a significant effect due to the
agent’s gender or skin color, which confirms previous work [8].

Table 1: Two-way ANOVA significant findings on model type and per-
sonality style (n = 210). Statistically significant factors (p < 0.05) after
p-value adjustment are emphasized in bold.

Outcome Factor F p-value Adj. p-value

Eng. Pers. Style 9.502 .002 .042

Opn. Pers. Style 4.474 < .001 .002

Cons. Pers. Style 5.68 .018 .290

Ext. Pers. Style 10.148 .002 .031

Agr. Pers. Style 25.541 < .001 < .001

E.S. Pers. Style 9.708 0.002 0.038

E.S. Model Type 3.681 .027 .417

4.3 Correlations Analysis
We report the Pearson Correlation between LOES-S and person-
ality factors in Tab. 2; correlation coefficients higher than 0.4 are
considered moderate. Perceived openness, conscientiousness, ex-
traversion, and agreeableness all positively correlate to the LOES-
S scores, albeit some weakly. The highest correlations are for
conscientiousness, particularly for Model D. Quality and engage-
ment scores are strongly correlated (> 0.6), and learning is moder-
ately correlated, nearing the threshold for a strong correlation. For
Model D, openness and agreeableness also have moderate corre-
lations with all the learning parameters. In general, engagement
is moderately correlated with all factors except emotional stability.
The expressed emotional stability is weakly proportional to each
parameter. However, its only statistically significant correlations
are for learning in Model D and quality in Model A. Overall, the
correlations are the strongest for Model D and weakest for Model E.

Table 2: Pearson correlation (r) between perceived personality and
Learning, Quality, and Engagement. ∗ indicates p < .05, ∗∗ indicates
p< .001. The cell colors transition from weak to strong correlation.

Model Cor. O C E A ES

D
rLe .422∗∗ .582∗∗ .396∗∗ .446∗∗ .349∗
rQu .437∗∗ .654∗∗ .279∗ .325∗ .190
rEn .417∗∗ .608∗∗ .287∗ .422∗∗ .109

A
rLe .351∗ .348∗ .456∗∗ .398∗∗ .208
rQu .215 .378∗ .204 .150 .425∗∗

rEn .504∗∗ .332∗ .505∗∗ .541∗∗ .233

E
rLe .266∗ .405∗∗ .281∗ .184 .046
rQu .334∗ .133 .056 .305∗ .054
rEn .401∗∗ .353∗ .389∗∗ .353∗ .052

4.4 Manipulation Check
We performed a manipulation check with a separate group of 57
users (27 female, 30 male, age average=31.17 ± 8.99) recruited

from Prolific. The results show that participants can distinguish the
high variants from their low counterparts for all models. We dis-
played short segments that compare high and low variants of each
model in random order without indicating which segment expresses
the high or low variant. Each participant rated all three models
and an alternative Model E where the dialogue is not personality-
specific. The participants either chose one of the samples as the
high trait variant or indicated that both segments have an equal
chance to be the high variant. The ratios where participants pre-
ferred the intended sample as the high variant are D: 45%, A: 54%,
and E: 75%, all above the chance threshold of 33.3%. The cases
where the participant chose the opposite sample are rare, with D:
12%, A: 7%, and E: 8%. The difference from uniform random dis-
tribution is significant for all models with p < .01. Additionally,
participants chose the correct high trait variant 73% of the time
when personality-specific dialogue was omitted in Model E, and
only 17% of the participants preferred the opposite sample.

4.5 Qualitative Analysis
4.5.1 Theme Extraction

We analyzed user responses to open-ended questions regarding (1)
their understanding of the conversation topic, (2) why the topic is
important, (3) if they learned anything new, (4) if the system’s be-
havior was influential on their learning experience, and (5) if they
found the conversation interesting. Two independent researchers
tagged user answers with at least 95% agreement for each theme.
Tab. 3 shows the number of themes for each variation, determined
based on the following criteria:

1 Benefit / No Benefit to Learning Experience reflects the ef-
fect of the system behavior on the participant’s learning expe-
rience.

2 Learning / No Learning captures whether the participant
learned anything new interacting with the system.

3 Interesting / Not Interesting considers whether the partici-
pant found the system interesting or not.

Table 3: Theme analysis results. The numbers depict the occurrence
of each theme for each variation. The cell colors indicate transition
from low to high over 35 participant answers per variation.

Variation D-Low D-High A-Low A-High E-Low E-High
Benefit 15 19 17 22 19 21
No Benefit 9 4 8 6 8 7
Learning 23 25 21 26 25 29
No Learning 6 6 5 2 7 2
Interesting 15 22 19 20 21 20
Not Interesting 3 2 0 1 2 1

4.5.2 Theme Analysis

Benefit. Most participants indicated that the system behavior im-
proved their experience; they emphasized increased engagement
due to having a human-like agent: “It was more engaging to have
a human avatar instead of a blank screen or other representa-
tion.” (P3:A-High) Even for the dialogue-only variations, the ex-
perience was more enjoyable due to interaction: “I think I enjoyed
learning using the system more than I would have if I were reading
on my own in a book or Google.” (P21:D-High) Being able to ask
questions using natural language and receive to-the-point answers
was found to be beneficial: “It saved me some time from having to
Google specific terms and read long texts on them, giving me the
key points to get a basic understanding.” (P17:E-High)

A human-like interaction with a non-human system can help
people with anxiety to experience interactive learning: “It can be
useful a lot, and I’d like to use it because it is quite calming down
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the person who has anxiety.” (P27:E-High) Participants who re-
ported no benefit from the system often cited the difficulty of the
answers: “I could have learned more on Wikipedia or Google. The
system’s answers were too difficult to understand for me.” (P169:D-
Low) Although the high-trait models were generally found to be
more beneficial, some participants noted that their responses were
too lengthy: “The responses were quite long, sometimes too long.
Some of the things it said could’ve been left out as they didn’t pro-
vide any useful information; it was just ’flavor text.’ I also read very
fast, so waiting for it to stop talking was a bit boring. Other than
that, it was a very positive experience. ” (P42:D-High)

In addition to length, a major difference between the high and
low variations was the LLM’s word choices. The high-trait vari-
ations use motivational language, supporting the user instead of
just giving the answer: “Yes, the system had a motivational tone
that lifted my energy towards learning about something I had zero
knowledge about.” (P37:D-High) Such language can help create a
more interactive and thus motivational experience: “Yes, I liked the
easy-to-learn explanations and also the motivational part ‘that is
indeed a fantastic question’.” (P106:D-High) On the other hand,
the low-trait variations responded with shorter sentences that some
users preferred: “It was not interesting per se; however, it was very
informative and straight to the point.” (P2:E-Low) “Conversation
was simple and quick. The agent gave me short and simple answers
to my question that are easy to understand” (P170:E-Low)

Participants found variations with embodied agents slightly more
beneficial and interesting, they reported a positive influence of hav-
ing an embodied human agent for the high-trait variations: “Some-
what, seeing a human-like face made it easier to memorize the in-
formation” (P163:A-Low) “Interacting with a humanoid entity is
more engaging than reading a book.” (P143:A-High) “Yes! I really
enjoyed it; it seemed very human. It was like talking to an expert; it
can answer any question you have instantly.” (P12:A-High) “It was
really exciting to see a person/character in front of the screen. Of
course, it has an influence and really affected my learning process
positively.” (P134:E-High) “I think the animations and the looks of
the character were motivating, and this could help with the learn-
ing in general.” (P207:E-High) “Body movement and text to speech
allowed to be more engaged in the conversation.” (P184:E-High)
“Having someone explaining a subject to you in human form gener-
ates a curiosity that is similar to listening to an enthusiastic teacher.
As someone with a low attention span, the agent kept me engaged in
the conversation and sparked further interest.” (P1:E-High) While
most participants focused on the body movements, a few reflected
on the facial expressions and their positive effect in the E-High vari-
ant: “Slight facial “expressions” was noted and kind of felt like it
made an impact, to be fair.” (P11:E-High)

For the low-trait agents, participants noted that agent movements
were monotonic and the visual representation brought no advan-
tage: “The person itself is extremely dull, there is no life if that
makes sense, and the movements and gestures are extremely weird,
the hand and arm movements are strange, I would rather have that
taken away, but being able to ask any questions to a topic and
a response provided immediately is amazing, really like that as-
pect.” (P196:E-Low) “Maybe, I think if the system were “nicer”
and less monotonic, the learning would be easier.” (P147:E-Low)
“I did not find the “graphics” to help. A chatbot would have basi-
cally had the same effect on me.” (P191:A-Low)
Learning. The results suggest that high-trait personality variations
lead to improved learning outcomes. However, the influence of ex-
pressivity appears limited, as Model E shows only a slight improve-
ment in learning performance compared to Model A.

The system inspired some participants to learn more about the
topic: “I did not know anything about this theory at all. After my
conversation, I can proudly say that I am really into string the-
ory. I learned the basic concept and the creators of the theory. I

also asked how I could learn more, and the conversational agent
suggested four different possible sources.” (P8:A-High) “It really
almost felt like talking to someone who knows quantum computing
well. I especially appreciated the way it understood my questions,
even though I felt a question or two were a bit vague. The system
actually made me want to know more about the subject so I can
ask better questions.” (P11:E-High) Since we asked participants to
choose the subject they had the least information about, most of
them reported having almost no prior knowledge of the conversa-
tion topic. A few participants indicated they already had sufficient
knowledge of the subject, and they did not learn anything new.

Participants categorized in the “no learning” theme generally in-
dicated the difficulty of the subject: “Previously, I had no idea what
transformer architecture was. But unfortunately, I still believe that
I did not learn a great deal about this type of technology. In my
opinion, these new technologies that use AI are very difficult to un-
derstand if a person has no background knowledge.” (P20:E-High)
One detriment to learning could be the agent’s short answers in the
low-trait variations: “Not much (learning) as the replies were brief,
but I got a basic idea.” (P101:E-Low) Conversely, the lengthy an-
swers of the high-trait variations could be distracting: “The topics
answered were on point, maybe a bit too long, and different ques-
tions had similar answers in common as part of it.” (P41:E-High)
Interestingness. Participants found the D-Low variation to be the
least interesting, followed by A-Low. All the high-trait variations
and E-Low were perceived as similarly interesting. The expressive
gesturing in the E-Low variation may have mitigated the decrease in
interest. Some participants who found the system interesting also
reported a positive influence on learning: “I found it fascinating,
really interesting, and quickly increased my knowledge on the sub-
ject. I would have loved to do more and carry on asking questions to
discover more about blockchain.” (P199:E-High) The experience’s
novelty could have resulted in some participants finding the study
interesting: “It was quite interesting. I did not know what to expect
when entering the task, but I was pleasantly surprised and engaged
in the entire experience. It would definitely be something I would
use again if I could.” (P175:A-High) Participants found Model D
less interesting but still beneficial: “I think it wasn’t interesting, but
it taught me a topic I didn’t know about.” (P2:D-Low)

5 DISCUSSION

All variations received positive mean personality ratings across all
traits; regardless of modality and personality expression, the agents
were perceived positively as open, conscientious, extraverted,
agreeable, and emotionally stable. Participant responses to open-
ended questions also support this finding. The whole experience
was favorably perceived even when low-trait personality variants,
which were supposed to be less friendly, were employed. Previous
studies show that people find interactions with virtual agents engag-
ing, informative, and usable [41]. However, the positive responses
could also be due to the “novelty effect”, an initial fascination with
new technology. To mitigate such effects, future work can employ
techniques like extended tutorials and adaptive strategies [28].

Although mean ratings were positive for both, high-trait agents
received higher scores than low-trait agents for all personality fac-
tors. High-trait personality styles were associated with increased
openness, extraversion, agreeableness, and emotional stability rat-
ings with statistically significant effects. The only factor that did
not have a statistically significant relationship with style variation
after multiple hypothesis testing was conscientiousness. Thus, for
RQ1, we can conclude that personality style affects the percep-
tion of all the personality factors except conscientiousness. Among
these, agreeableness had the highest effect size, followed by ex-
traversion. This finding also helps validate the personality style ex-
pression adjustments in the system and the mappings of the LMA
factors of Space, Weight, and Flow to extraversion and agreeable-
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ness. Participants’ answers to open-ended questions suggest they
cared about the virtual agent’s “friendliness” and “niceness” or lack
thereof. These results align with the previous reports that students
generally prefer teachers high in extraversion, agreeableness, and
conscientiousness [47]. The variance in conscientiousness is chal-
lenging to discern in a short scenario [43]; so, the lack of statisti-
cally significant effects of style on its perception is expected. How-
ever, conscientiousness received the highest scores as the perceived
agent personality, which may imply a tendency to attribute reliabil-
ity and organizational skills to educational agents.

Regarding RQ2, we found no statistically significant effect of
model type on perceived personality. Similarly, for RQ3, no sta-
tistically significant effects of model type on LOES-S scores were
observed. Thus, H1 was rejected as the absence or presence of vi-
sual representations did not impact learning outcomes assessed via
LOES-S scores. Some participants indicated an indifference toward
the graphical representation in their comments. However, the qual-
itative analysis suggests participants found the models with visual
representation more interesting and motivational, which improves
the overall experience in line with previous work [6].

For comparisons between high and low-trait styles, the evidence
partially supported H2. Although both personality styles were pos-
itively rated across all models, the only significant difference was
in the mean engagement scores. High-trait agents were more en-
gaging than low-trait agents, supporting H2c. Participant responses
to open-ended questions also confirm this finding. The absence of
statistically significant differences in quality and learning scores
of LOES-S across high and low-trait variants can be attributed to
individual learning preferences. Some participants praised the di-
rectness of the low-trait agents, while others emphasized that the
high-trait versions were motivational.

For RQ4, we found positive correlations between perceived per-
sonality factors and most learning outcomes for all the models. The
highest correlations between learning outcomes and perceived per-
sonality traits were for Model D, followed by Models A and E.
Among all personality dimensions, conscientiousness yielded the
highest correlation with learning outcomes. This behavior is partic-
ularly evident in Model D, which suggests that the lack of a visual
representation may have allowed participants to focus more on the
informative aspects of the system.

6 LIMITATIONS AND FUTURE WORK

LOES-S measures are based on self-reports, which is suitable for
analyzing the usability and likeability of the application– it does
not directly reflect the participant’s comprehension of the subject.
Objective measurement of comprehension requires more informa-
tion on the participant’s memory and cognition skills [2] and non-
generic, subject-related questions focusing on the conversation it-
self. We leave the learning performance evaluation, including pre-
and post-assessment questions, for future work.

We also plan to incorporate the opportunities provided by cur-
rent VR technologies to collect objective sensor-based data. For
instance, attention can be measured by gaze tracking [11], or em-
pathic responses can be assessed through facial landmark analy-
sis [35]. Signals such as head direction, gaze, pupil size, facial
expression, voice, and upper body pose can be collected and used
to shape agent responses to maintain users’ attention and provide
personalized responses.

Another interesting direction would be to collect data on partici-
pant personalities to analyze how these traits influence their percep-
tion of the agents [25]. In our study, we did not collect personality
data to avoid overwhelming the participants with too many ques-
tions. Future studies can include prolonged experiments to reveal
interactions between self and observed personality and long-term
effects.

Without an on-site user study, our conversational system relied

on common hardware, so we avoided techniques requiring extra
equipment or high-speed internet. One criticism regarding our sys-
tem was the unnaturalness of the synthesized voice, potentially
detrimental to perceived agreeableness [48]. Future studies can
adopt state-of-the-art speech synthesis offered by data-driven ser-
vices. Although no participant complained about typing their an-
swers, a voice-based conversation input could feel more natural,
and future studies could adopt automatic speech recognition to im-
prove the user experience.

While embodied agents enable multi-modal communication and
a more entertaining user experience than non-embodied ones [32],
studies also report a decrease in user comprehension due to cog-
nitive load [40]. Appropriate gesturing can mitigate such nega-
tive effects [9], improving the agent’s perceived realism. High re-
alism is essential to elicit positive effects on users, especially in
VR [31]. Users generally prefer high behavioral realism in embod-
ied agents [12], and recent human avatars can cross the uncanny
valley to deliver high fidelity [42]. Future work involving more
realistic agents can detect more nuanced behavioral changes. Our
work was also limited in the diversity of the 3D models; different
facial features [23, 19], or clothing [22] can influence personality
perception. Evaluating these traits and other personality variations
is left for future work.

Although the differences between high and low variations are
statistically significant, they are not very pronounced in terms of
mean differences. This could be due to the overall positive percep-
tion of the system; the low variants are perceived as neutral rather
than low. This could also be due to participants interacting with
only one system variation. Since the user study required a substan-
tial amount of time, each participant only used one model’s high or
low version and did not have a reference point for comparison. This
could have caused them to avoid making strong judgments.

7 CONCLUSION

We present a conversational system and user study to explore how
personality perception and embodiment affect user experience and
engagement in an informative setting. Using GPT-3.5 Turbo and
realistic 3D human models, we created agents expressing high and
low agreeableness and extraversion variations through dialogue and
animation cues. We designed three types of agents: a disembod-
ied agent expressing personality through dialogue, an embodied
agent expressing personality only through dialogue, and an em-
bodied agent expressing personality through dialogue and anima-
tion. We conducted a three-by-two independent-subjects user study
with three agent models and the two personality variations, where
each participant was asked to converse with an agent on a com-
plex subject. After the conversation, participants rated their ver-
sion of the system based on their perceived personality of the agent
and the learning, quality, and engagement outcomes of the expe-
rience. The results indicate that the whole experience was rated
favorably regardless of the model choice. Participants judged the
agents as high in openness, conscientiousness, extraversion, agree-
ableness, and emotional stability. However, the degree of positive
perception was lower in low-trait personality styles than in high-
trait ones. Although the engagement score was higher for the em-
bodied agent with expressive animations, we found no significant
differences across the models for other learning outcomes. We hope
that the findings of this work inspire future studies to utilize expres-
sive animation and dialogue cues to improve the overall experience
of conversational agents.
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