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ABSTRACT

This work addresses the challenge of data scarcity in personality-
labeled datasets by introducing personality labels to clips from two
open datasets, ZeroEGGS and Bandai, which provide diverse full-
body animations. To this end, we present a user study to annotate
short clips from both sets with labels based on the Five-Factor Model
(FFM) of personality. We chose features informed by Laban Move-
ment Analysis (LMA) to represent each animation. These features
then guided us to select the samples of distinct motion styles to
be included in the user study, obtaining high personality variance
and keeping the study duration and cost viable. Using the labeled
data, we then ran a correlation analysis to find features that indicate
high correlation with each personality dimension. Our regression
analysis results indicate that highly correlated features are promising
in accurate personality estimation. We share our early findings, code,
and data publicly.

Index Terms: Computing methodologies—Artificial intelligence—
Computer vision—Activity recognition and understanding; Com-
puting methodologies—Computer graphics—Animation—Motion
processing

1 INTRODUCTION

Applications involving intelligent assistants benefit from understand-
ing what happens in a scene and how it occurs. Recognizing human
psychological states can significantly improve human-computer in-
teraction. For example, if a system knows whether a user is intro-
verted or extroverted, it can respond more accurately to their queries.
Similarly, visual assistance systems can offer more customized in-
formation to visually impaired individuals by interpreting the style
of people’s movements in their environment.

Body language provides subtle cues about a person’s psychologi-
cal self, necessitating close analysis. Our movements and posture
reflect our emotions and personality; for instance, no two hand waves
are identical. While apparent personality might not always reflect
self-reported or actual personality traits, people generally make accu-
rate judgments about others’ personalities [11,23]. These judgments
often draw on voice [22], appearance [15], body language [26], and
facial expressions [3]. These features are detectable in video input
but can be influenced by external factors such as environment and
lighting. In contrast, animation data offers a cleaner way to interpret
the expressed personality.
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This work-in-progress aims for content-independent personal-
ity recognition in short animation clips based on full-body motion
cues in 3D animation without relying on facial and language cues.
One challenge in data-driven personality recognition is the need for
datasets with personality labels. Existing personality-annotated mo-
tion datasets [7,4,10,24] are limited in providing full-body joint data
and action variety. To address this, via a user study, we introduce
personality labels to clips from two open datasets, ZeroEGGS [12]
and Bandai [18]. Both datasets provide full-body animations and
portray various actions. The labels are based on the Five-Factor
Model (FFM) of personality [6], which inspects the individual under
five orthogonal dimensions: openness, conscientiousness, extraver-
sion, agreeableness, and neuroticism. We provide the data labels
and our code for the analysis publicly 1.

We use Laban Motion Analysis (LMA)-inspired descriptive fea-
tures to analyze movement cues related to apparent personality.
LMA offers a way to identify movement style with its Effort qual-
ities, which describe the dynamic aspects of movement in four di-
mensions: Space, Weight, Time, and Flow. Due to its success in the
literature in conveying personality in animation [8, 29], recognizing
personality [9], emotions [31, 5], and actions [25], LMA provides
a solid basis to select movement features. We divide the animation
clips from the datasets into unique, short segments based on LMA
features to assess the viewers’ immediate perceptions of personality.

We determine the features that influence apparent personality
through correlation analysis between our LMA-driven motion fea-
tures and the user-annotated personality labels of the samples. We
utilize these parameters in a regression model to determine the FFM
personality labels of input motion. Unlike existing work, we focus
on predicting personality independent of the motion content so that
the resulting system will generalize better. We discuss our early
results in this work-in-progress article.

2 RELATED WORK

Previous work focuses on different input features for predicting per-
sonality from video or animation. Locomotion speed and style can
predict robot personality [2]. Humans can interpret simple motion
cues of basic shapes with different personality traits, and these fea-
tures can be used for assessing the personality of the movement [19];
similarly, in videos, the personality can be predicted using minimal
information [20]. Gesturing [21] and hand motion [32] are essential
in accurately assessing personality. Facial expressions are also influ-
ential on personality perception [16], automatic recognition systems
often utilize facial landmarks [30,28] and a combination of different
audiovisual features [17]. It is also possible to analyze the speaking
language to predict personality [14].

Existing human motion datasets that include personality labels of-
fer limited motion and variety. For example, the UDIVA dataset [24]
includes motion capture of the upper body of sitting individuals
while interacting with objects on the table. The First Impressions
dataset [10] includes close-up videos of the individuals showing only
the face and shoulders with limited motion since they mainly talk to
the camera. The AMIGOS dataset [4] records the upper bodies of

1https://github.com/sinansonlu/animation-personality
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people watching and reacting to videos where the movement is mini-
mal. Personality in a nonsocial context dataset [7] includes daily life
activities within an environment but has reduced joint accuracy due
to overlapping scene objects. On the other hand, predicting motion
personality and generating motion with personality requires a good
variety of animation samples in terms of motion content and style.
We conducted a user study to label selected animation samples in
terms of their personality traits.

3 METHOD

This work aims to find the personality information in motion style.
Previous work establishes a mapping between personality and mo-
tion using procedural animation techniques [8] and comparative
analysis. In this work, we wanted to establish ground truth values
on unaltered, real-life motion capture data. To this end, we con-
ducted a user study to annotate existing motion capture datasets,
ZeroEGGS [12] and Bandai [18], which include a good variety
of animation content and style for single-person animations. We
present the study and further data analysis in this section.

3.1 Data
The ZeroEGGS [12] dataset contains 67 sequences of monologues
performed in 19 motion styles, where each style has 3 to 10 minutes
of animation; the Bandai [18] dataset contains 20 different animation
content in 15 different acted styles. We preferred to focus on short
motion sequences for the user study and the subsequent analyses.
Bandai samples are sufficiently short, but ZeroEGGS samples are 3
to 10-minute animations per style. Thus, we prepared short anima-
tion segments of 3 to 10 seconds, resulting in 1291 samples, which is
reduced to 100 with our selection process described in the following
subsection. ZeroEGGS segments of each style differ in numbers,
yet they are balanced based on our motion features. We excluded
the locomotion alternatives (walk-right, walk-left, and walk-back)
and long dance animations from the Bandai dataset, resulting in 128
samples. A total of 228 animations are labeled in our user study.

3.2 Sample Selection
To keep the study duration and cost manageable and avoid redun-
dancy, we selected the animations expressing the most distinct per-
sonality traits and, thus, the most unique LMA features. We selected
21 parameters, such as distances or angles formed by different joints,
following earlier research utilizing LMA for emotion analysis [31,5],
to describe each sample. We constructed a vector of K per parameter
for each animation, where each element represents the average value
of that parameter for the corresponding period. For example, for
K = 5, we have five averages for each N/5 frames of an animation
of N frames. Consequently, a 21×K matrix summarizes the LMA
features of each animation. By using different values of K, we can
represent the motion at different levels of detail.

The Euclidean distance between two such matrices averaged over
different K values was used to measure dissimilarity between the two
animations. Animation pairs that differ on various detail levels have
high dissimilarity (see Figure 1). We started with 1291 animation
segments from ZeroEGGS and followed a procedural approach to
reduce the animation count to 100. This procedure starts by iden-
tifying the two animations that are most similar in style. It then
calculates the average dissimilarity of these two animations com-
pared to the other samples. The animation that is more similar to the
remaining samples is removed. This process leaves us with samples
with the maximum dissimilarity among themselves, indicating that
they likely represent distinct styles.

3.3 Feature Selection
Bandai animations include 3D rotations of 22 joints and the trans-
lation of the root joint, resulting in 69 parameters per frame. Ze-
roEGGS animations also include finger joints and more spine bones,

Figure 1: Top 10 rows of the feature matrices of two similar anima-
tions (top two pair) and a dissimilar third one.

which makes a total of 50 joints, resulting in 153 parameters per
frame. Not all input features are meaningful for personality analysis
and can be combined. For example, the rotations of the individual
spine bones would contribute to the overall inclination of the upper
body and thus can be reduced into a single element. Moreover, for
certain joints, the small changes in consecutive frames are less sig-
nificant than the overall change of the motion; hence, we can use the
sum over a couple of frames to keep the time dimension limited.

Previous research suggests that personality expression in motion
is related to the interaction between different joints rather than the
movements of individual joints [27]. For example, the linear distance
between the hands can better reflect extraversion than the individual
rotations of both hands, arms, and shoulders. Furthermore, LMA
Efforts can guide the selection of motion parameters relevant to
personality as shown in the literature [8, 29]. Thus, we calculate the
following parameters for the joints:

1. Distance: The Euclidean distance between joint pairs. Hor-
izontal pairs are associated with Space Effort regarding di-
rection, and vertical pairs are associated with Weight Effort
regarding strength.

2. Speed: The Euclidean distance of joints between consecutive
frames, associated with Time Effort regarding urgency.

3. Acceleration: The change of joint speed between consecutive
frames. It is associated with Flow Effort regarding control.

4. Angle: The positive angle formed by any joint trio.

5. Volume: The volume of the Convex Hull of a subset of joints,
associated with Space Effort regarding spatial intention.

3.4 Study Design
We implemented a tool for rating the animation files using Unity;
a screenshot of the WebGL application is shown in Figure 2. The
participants were presented with randomly selected unlabeled ani-
mations after entering email addresses and demographic information
into the system. The animation was looped until the participants sub-
mitted their responses. Sliders below the 3D model helped the user
rotate the model and go to a specific animation time. While moving
the sliders, the animation was paused. We used an abbreviated form
of Ten-Item Personality Inventory [13] where each personality trait
appears with its polar opposite on a 7-point Likert scale. After sub-
mitting the personality values for the current animation, a new one
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appeared until the participant rated predefined numbers of samples.

Figure 2: Screenshot from the user study for personality labeling.

We performed studies for the selected animations of Bandai
(128 samples) and ZeroEGGS (100 samples) datasets. Participants
were recruited via email invitations and the crowdsourcing service,
Prolific. The users invited by email participated in the study vol-
untarily, rating any number of samples they could. The users from
Prolific were paid based on the median time they spent on the task,
which included rating 10 unlabeled animation samples. A total of
181 unique users participated in the Bandai study, where each sample
was rated by at least 15 and at most 20 different users. The unique
user count for the ZeroEGGS study was 109, with each sample rated
by 15 different users. We calculated the average user rating to de-
termine the ground truth personality values per sample. We omitted
the ratings submitted in less time than the duration of the animation.

4 ANALYSIS

We analyzed the personality labels of the annotated samples to
determine relevant input features. Each personality dimension is ex-
pressed in the [−3,3] range, where 0 corresponds to being neutral for
that dimension. To understand the relationship of each parameter set
with each personality dimension, we first ran a correlation analysis,
calculating the Pearson correlation values between each calculated
parameter and the personality factor. Table 1 shows the highest
correlation coefficients achieved for parameters in the corresponding
group with each personality trait. We observe that distance, angle,
and volume-based features are generally superior, and acceleration
highly correlates with conscientiousness.

Table 1: Pearson correlation (r) and p values for the best parameters
per category and factor. ∗ indicates p < .002, ∗∗ indicates p < .001.

Parameter O C E A N
rDistance .548∗∗ .359∗∗ .599∗∗ −.474∗∗ −.387∗∗
rSpeed .210 −.470∗∗ .450∗∗ −.328∗∗ .454∗∗
rAcceleration .265∗ −.523∗∗ .502∗∗ −.473∗∗ .503∗∗
rAngle −.568∗∗ .410∗∗ .671∗∗ −.555∗∗ .423∗∗
rVolume .414∗∗ −.420∗∗ .608∗∗ −.543∗∗ .308∗∗

Following a greedy approach, we also investigated the combina-
tions of the calculated parameters per group. We experimented with
different combinations of coefficients by multiplying them with -1, 0,
or 1 and summing them up to find the combinations that yielded the
highest correlations (Table 2). We see that distance and angle-based
parameters are more descriptive than the parameters of the other
categories; we chose 23 input features based on the results of this
correlation study. Please refer to our code for these features.

Next, we performed regression experiments for estimating person-
ality given input motion. We organized the data in windows of size

Table 2: Pearson correlation coefficients (r) for the best combina-
tions in each parameter group. All the p values are < 0.001.

Parameter O C E A N
rDistance .693 .545 .826 -.653 -.582
rSpeed -.265 .524 -.535 .355 -.479
rAcceleration .292 .556 -.520 .473 -.550
rAngle .854 .826 .932 .823 -.803
rVolume .714 .678 .766 .747 -.548
rOverall .906 .914 .970 -.910 -.905

30 by sliding them one frame at a time. Each subsample has 23 input
features and an output vector of size 5. Each output vector element
represents one personality factor in the range [−3,3], corresponding
to the TIPI scores obtained from the user study.

We used 30% of the samples for testing, keeping the ones orig-
inating from the same animation clip before splitting on the same
side. For example, if a long animation was split into two parts, both
were used for training or testing. After normalizing the data, we ex-
perimented with different hidden unit sizes for a two-layer sequential
model. We used Adam optimizer with a learning rate of 0.0001 and
batch size of 32. We computed Mean Square Error (MSE) for loss;
hidden units utilized Exponential Linear Unit (ELU) activation. We
used L1, L2, and Batch normalization, initializing hidden layers with
HeNormal 2. We trained each model for 500 epochs and averaged
the minimum MSE over five runs. We observe the best combination
as 512− 256 hidden units, resulting in an MSE of 0.530 over the
range [−3,3]. The results indicate that the selected input features
can provide a sufficiently accurate estimate of personality even with
a simple, fully connected network.

5 CONCLUSION AND FUTURE WORK

We report our progress towards understanding how personality is
expressed through motion by LMA-inspired movement features and
a user study. We propose an elimination process to identify motion
samples with unique features for labeling, which helps reduce the
budget without losing variety. The resulting labels can be utilized
in supervised learning for predicting personality and generating
personality-enriched animations.

The current work employs a simple feed-forward network for
personality prediction. In the future, we plan to explore more sophis-
ticated models, such as Graph Convolutional Networks, which show
promising results in recognizing personality in 3D animation data
with the help of LMA-based features [9]. Future work can analyze
estimation performance with limited animation data; for example,
using only hand motions can effectively predict personality [1].

The limited sample size is a problem for successful training; we
overcome this issue by reducing the feature space using mid-level
features. An alternative solution can be data augmentation by intro-
ducing controlled noise to data to increase sample count. LMA can
offer a way to alter the samples without changing the action content
of motion. Previous work shows that Laban Efforts significantly
correlate with apparent personality [8]; adjusting animations con-
sidering LMA helps alter personality perception in conversational
agents [29]. The animation data can be augmented by modifying
the bone rotations according to LMA, providing controlled variation
without drastically altering their motion and action type.
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