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Project Description: 

This project is interested in combining geometry with ensemble machine learning to improve classifier 

performance by efficiently optimizing the process of eliminating redundant classifiers in ensemble 

methods towards a more efficient final decision making outcome through the use of the concept of 

convex hull—a fundamental construct of computational geometry—for testing and enhancing diversity, 

among ensemble classifiers 

By projecting the voting results of each classifier into a space referred to as Euclidean space and then 

determining the convex figure around these points for identifying the classifiers indicating distinct and 

valuable information segments separately from others within this figure helps in eliminating redundant 

classifiers that lie within this figure boundary and therefore optimizing computation without 

compromising prediction accuracy or even potentially improving it. The project seeks to create 

algorithms which are able to accurately calculate the hull of vote vectors of classifiers and dynamically 

update ensembles through the use of measures of geometric diversity with efficiency being a priority 

area of concentration. 

 

At the foundation of this project is the employment of current convex hull algorithms like Quickhull 

and mixing them with ensemble learning models together with the design of visual aids for 

demonstrating the vote space dynamics and convex boundaries in live pruning processes. In assessing 

the efficiency and effectiveness gains brought by convex hull based pruning on classification accuracy 

and speed in processing on various datasets will be instrumental measures, while in the course of 

measuring this project. Ultimately, the ultimate aim of this project is to produce a tool which will 

enhance the knowledge of ensemble learning and computational geometry by integrating it into real 

time data stream and resource scarce environments where high accuracy classification becomes the 

priority. 

The project will be tested using known Python-based ensemble learning libraries such as Scikit-learn 

for model training and testing. Additional Python libraries such as NumPy and SciPy (for convex hull 

computation using scipy.spatial.ConvexHull) and Matplotlib for interactive plots will be used 

throughout the project. 
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